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Abstract
It is common in scientific and popular discussions to claim that un-
conscious racism is both prevalent and potent in modern societies. We
review the theoretical models that posit different forms of unconscious
racism and evaluate the empirical evidence for them. Our analysis sug-
gests that people may sometimes lack knowledge of and control over
the causes and consequences of their racial biases. However, there is
little evidence to support the more provocative claim: that people pos-
sess unconscious racist attitudes. Many of the arguments to the contrary
rest on strong interpretations of response patterns on implicit attitude
measures. Although advances in implicit measurement can improve our
understanding of racial bias, at present their use as tools for rooting
out unconscious racism is limited. We describe research programs that
might move these constructs to firmer scientific footing, and we urge
inferential caution until such research programs are carried out.
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Implicit measure: an
indirect measure that
does not require
declarative knowledge
of one’s standing on
the construct being
assessed

Implicit association
test (IAT): an
experimental method
designed to measure
the strength of
associations linking
social categories (e.g.,
blacks versus whites)
to descriptive or
evaluative anchors
(e.g., good versus bad)

INTRODUCTION

There are indications that the landscape of
racism in the United States is changing. Many
scholars accept that there has been a precipitous
decline in old-fashioned racism (also known
as dominant racism and redneck racism). Old-
fashioned racism is characterized by explic-
itly racist attitudes regarding the inferiority of
blacks or other minorities and overt tendencies
to engage in unambiguously discriminatory be-
havior. Trends in national surveys suggest that
such racist leanings are on the decline and that
endorsement of racial equality as a societal goal
is widely shared. In our seemingly more tolerant
society, however, evidence of racism remains
easy to find. Racial disparities can be found in a
range of outcomes related to employment, in-
come, education, and health. A recent survey
also found that nearly half of the black people
in the general American population reported an
experience with discrimination in the previous
week (Gallup Org. 2001). There are various in-
terpretations of the gap between survey trends
and racial disparities, one of which is simply that
survey respondents are being less truthful about
their racist attitudes than they once were.

Here we focus on a more provocative ac-
count: that racist attitudes remain prevalent
but now are buried in the unconscious. As
a result of this migration, racist sentiments
can no longer be detected by traditional sur-
vey instruments. Interest in the concept of
unconscious racism has taken hold in many
psychological circles, and it has even captured
the attention of the news media and the popu-
lar press (e.g., Shermer 2006, Vedantam 2005).
Concern about combating unconscious racism
has also begun to influence legal debates on
the proper function of antidiscrimination poli-
cies (Kang & Banaji 2006, Mitchell & Tetlock
2006). When this topic was reviewed recently
for an article in this series, Quillian (2006,
p. 323) concluded that “an exclusive focus on
conscious beliefs in research about prejudice
and discrimination misses an important source
of discriminatory behavior, because in some
cases the perpetrator of discrimination may not

be aware of how their implicit beliefs about race
influence their judgments and actions.”

We offer a close examination of the concept
of unconscious racism and the empirical evi-
dence for it. Our thesis is that current claims of
a pervasive and unconscious form of racism rest
on overly aggressive interpretations of a new
class of psychological inventories, termed im-
plicit attitude measures. We develop our argu-
ment by considering the ways in which racism
may be unconscious and the evidence for these
different forms of unconscious racism. Our re-
view shows that strong inferences regarding the
presence and prevalence of unconscious racism
are only warranted if one is willing to make
strong inferential leaps. We then examine the
most popular new implicit measure, the implicit
association test (IAT), and discuss the consid-
erable challenges facing this new research do-
main. For ease of presentation, we focus our
attention on the form of unconscious racism
that ostensibly is held by many white Americans
against black Americans. However, our critique
applies to other forms of unconscious racism
and can be expanded to include ethnocentrism,
sexism, and most other forms of intolerance.

DEFINING UNCONSCIOUS
RACISM

In a statement that is representative of many
claims found in the contemporary psychologi-
cal literature, Dovidio & Gaertner (2004, p. 4)
suggest that

because of a range of normal cognitive, moti-
vational, and sociocultural processes that pro-
mote intergroup biases, most whites also de-
velop some negative feelings toward or beliefs
about blacks, of which they are unaware or
which they try to dissociate from their non-
prejudiced self-images.

But what is the evidence that most peo-
ple are not aware of their biases? What is
the evidence that “the vast majority of white
Americans harbor unconscious negative associ-
ations about blacks” (Dovidio & Gaertner 2004,
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p. 20) or that “any non–African American sub-
group of the United States population will re-
veal high proportions of persons showing sta-
tistically noticeable implicit race bias in favor
of [European Americans] relative to [African
Americans]” (Greenwald & Krieger 2006,
p. 945)?

The answer seems to depend on how one
defines unconscious. In the following sections,
we consider three distinct definitions of uncon-
scious racism using a framework adapted from
articles by Gawronski & Bodenhausen (2008),
Gawronski et al. (2006), and Olson & Fazio
(2004). Two of these definitions point to forms
of unconscious bias that can have significant
consequences in the lives of individuals but that
can also be accommodated within traditional
psychological models. The third definition is
more provocative and is, we believe, the defini-
tion that most lay people and scholars have in
mind when they consider the term unconscious.
As we show, the first two definitions enjoy some
empirical support, but the third is tenuous.

First Definition: Unconscious =
Unknown Effects

The first working definition of unconscious
refers to individuals’ lack of awareness of the
effects of their own actions on other people, so-
cial institutions, and so on. When unconscious
racism is framed in these terms, it draws at-
tention to the unwitting ways in which one’s
own actions promote racial disparities. Such
unconscious racism has been described in so-
ciological theories that refer to institutional
racism (e.g., Carmichael & Hamilton 1967).
Such frameworks show how people become em-
bedded within racist institutions such that they
may fail to see how their adherence to accepted
social norms inadvertently reinforces existing
inequalities. This version of the unwitting (un-
conscious) racist in some ways resembles the
unwitting actor portrayed in the theory of sym-
bolic racism (Sears & Kinder 1971). Symbolic
racism theory advances the view that individual
tendencies to endorse traditional American val-
ues, including individualism and self-reliance,

can cause whites to act in ways that promote
racial disparities.

We do not contest the claim that people of-
ten fail to see the racist implications of their
own actions, and we agree that many types of
ignorance need to be studied due to their soci-
etal implications. However, we find definitions
of unconscious racism that are based on this ob-
servation to be unsatisfying. To say that an actor
is unconsciously racist (or prejudiced or biased)
on such grounds simply draws attention to the
fact that ignorance can lead to unintended con-
sequences. This is not news. Moreover, for a
scholar to label an action unconscious by refer-
ence to this form of ignorance, he or she must
necessarily view the action from a position that
is unavailable to or disputed by the actor. One
way of gaining such a vantage point is to adopt
a different value system. Thus, researchers who
seek to root out unconscious racism by draw-
ing attention to unintended racist outcomes of-
ten must justify why their own value systems
(e.g., those that emphasize equality) should take
intellectual priority over those of other actors
(e.g., those that emphasize individualism). In
so doing, these researchers move the discussion
outside the realm of science and into the realms
of philosophy and politics. Thus, although we
doubt that many scholars would dispute the
claim that people sometimes fail to appreciate
the (racial) consequences of their own actions,
attempts to invoke this claim to label a specific
actor as unconsciously racist are subject to con-
troversy (see Tetlock 1994).

Second Definition: Unconscious =
Unknown Causes

Another way in which people may lack con-
scious access to their racist leanings is that they
may fail to perceive the factors that cause them
to exhibit racial preferences. People are uncon-
scious racists in this sense if they are unable
to gain subjective access to the determinants
of their own actions. A large literature on im-
pression formation offers empirical support for
this perspective. Psychologists have shown, for
instance, that a shove given by one person to
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Subliminal priming:
the process of
activating a stimulus or
concept outside of
conscious awareness

another might appear aggressive when the per-
son doing the shoving is black, but that it might
seem playful when the person doing the shoving
is white (Duncan 1976). Had the shove been un-
ambiguous, however—such that it was clearly
aggressive or clearly playful—race would not
exert such an effect. The role of ambiguity in
the person perception literature is important
because it suggests that people might be in-
fluenced by a person’s race but might fail to
recognize this influence. Researchers thus have
suggested that social stereotypes fill gaps in
meaning when the implications of an action or
event are unclear, thereby causing biased reac-
tions to seem objective, rational, and justified
(Kunda & Thagard 1996).

Additional evidence of this effect is found in
studies that activate stereotypes outside of con-
scious awareness. In an influential investigation,
Devine (1989) used a computer-based task to
subliminally prime participants with words re-
lated to black stereotypes. These words were
presented for 80 milliseconds and were then
masked by a jumbled series of letters. After ex-
posure, participants read a paragraph describ-
ing an actor who engaged in an ambiguously
hostile action. The race of this individual was
not stated, but after being primed with black
racial words, participants were more likely to
interpret the ambiguous behavior as hostile.

Devine’s research and the many other sub-
liminal priming studies inspired by her work
are often invoked as evidence that people have
an unconscious tendency to hold racially bi-
ased perceptions. According to this logic, if
researchers can bias social perceptions simply
by exposing participants to racial cues (over a
time period measured in milliseconds), then it
might be common for individuals to be heav-
ily influenced by racial stereotypes encountered
in everyday life. Consider, for instance, how
the mere act of interacting with a black person
could activate racial stereotypes among whites,
which could thereby cause them to perceive
more negative qualities in black individuals than
in white individuals.

However, one should not overinterpret
Devine’s findings. Although people certainly

are not conscious of all the factors that influence
their perceptions and actions, this fact does not
necessarily indicate that there is an epidemic
of untapped and largely unconscious racism in
American society. In her study, Devine used
priming words that activated unusually nega-
tive racial stereotypes, stereotypes that would
be rejected by many if they were to encounter
and process them consciously. (Her studies used
such value-laden words as “Harlem,” “preju-
dice,” “ghetto,” “welfare,” “unemployed,” and
“nigger.”) Thus, it is questionable to suggest
that Devine tapped into the “normal” uncon-
scious racist tendencies of the individuals she
studied. In fact, research participants respond
differently if they are primed with words that
are less racist in nature, such as “black,” “eth-
nic,” “afro.” A set of priming studies that
used these exemplars activated responses that
were consistent with individuals’ consciously
endorsed attitudes: Only individuals who had
reported higher levels of racial prejudice prior
to priming made more negative evaluations
of target individuals following race priming
(Lepore & Brown 1997). This finding suggests
that even when people are not conscious of
the factors that cause them to act, they may
nonetheless act in ways that largely reflect their
consciously held attitudes.

Reconsider the study by Duncan (1976) in
light of this analysis. Duncan’s investigation
showed how an ambiguous shove could ap-
pear aggressive when it was associated with a
black actor as opposed to a white actor. In all
likelihood, the participants in Duncan’s study
knew that social stereotypes linked blacks to
violence. It also is possible that some of the
participants in this study consciously endorsed
this view, although some may have done so
with a degree of internal conflict. If such was
the case, it would be incorrect to say that
these participants were not “conscious” of the
racial stereotypes or beliefs that ultimately in-
fluenced their perceptions. Nevertheless, study
participants might have believed (incorrectly)
that they were not being influenced by these
views. Because knowledge about the presence
of specific attitudes and beliefs does not always
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translate into knowledge about the effects that
these same attitudes and beliefs exert on per-
ceptions and behaviors, a substantial literature
has arisen that seeks to determine the condi-
tions under which people can and cannot cor-
rect for their known discriminatory tendencies
(see Wegener & Petty 1997).

Another vantage point for viewing the in-
fluence of subliminal primes can be found
in Bargh & Pietromonaco (1982). These re-
searchers subliminally primed participants with
aggressive words (e.g., “hostile,” “rude”), caus-
ing the participants to draw more aggressive in-
terpretations about an actor who was engaged
in an ambiguously aggressive action. The ef-
fects were similar to those reported by Devine
(1989), but we doubt many would find utility in
conceptualizing this as a study of “unconscious
aggressive attitudes.” Bargh & Pietromonaco
activated a shared social concept—aggression—
and in so doing they influenced the momentary
perceptions of their participants. Similarly, a re-
searcher who primes racial bias might exert mo-
mentary influences on a group of individuals,
but this effect could simply show that human
beings are open to (unconscious) suggestion—
not that they hold any particular hidden biases
that are waiting to spring forth.

In short, although it appears that people can
be clueless about the factors that influence their
actions, such observations are not unique to the
study of racism, nor do they create a firm basis
for claiming that most people have unconscious
racist leanings. Indeed, if one were to pursue
this type of justification for labeling an event
unconscious, then a large number of research
domains within experimental psychology would
need to be redefined as the study of the uncon-
scious. Experimental psychologists typically es-
chew introspection as a research method and
instead rely on methods that subtly control the
invisible forces that lead to interesting effects.
They might, for instance, alter the framing of a
social dilemma to study the cognitive heuris-
tics that influence decisions (e.g., Kahneman
& Tversky 1973), or they might manipulate
a person’s behavior to trigger a specific mo-
tivation (Festinger 1957). In studies such as

these, researchers often rely on deception or
use between-subject designs to ensure that par-
ticipants remain in the dark about the factors
thought to influence outcomes. The same re-
search methods could also be used to study
egalitarian tendencies, if this were in the in-
terest of a researcher (e.g., priming concepts
related to racial harmony to study their effects
on interracial cooperation). Thus, although we
agree that there are times when people are
unable to identify the factors that lead them
to act in racially biased ways, this observation
should not be overinterpreted. Similar claims
could be made for many other perceptions and
behaviors.

Third Definition: Unconscious =
Inaccessible Attitudes

Although it is feasible to argue that people
lack knowledge of both the causes and the
consequences of their actions, this set of ob-
servations alone does not provide a basis for
claiming that people possess racist attitudes
that escape subjective awareness. What is the
evidence for this third type of unconscious
racism—ignorance about the presence of racist
attitudes? The study of this phenomenon raises
a particularly vexing problem. How do re-
searchers show that people possess views that
they cannot perceive?

Rationalized racism. One strategy has been
to show that people seem to hide their true be-
liefs from themselves and from others through
rationalization (Dovidio & Gaertner 2004). A
study by Gaertner & Dovidio (1977) is illustra-
tive. These researchers created a laboratory sit-
uation in which white participants encountered
either a white or a black confederate in need
of help. When participants were alone and thus
were the only ones who were in a position to
help, the majority (over 85%) helped. In this
case, the race of the distressed individual ex-
erted no influence on helping rates. However,
when the distressed individual was in proximity
to other nonresponsive bystanders, a race ef-
fect emerged. A majority still helped the white
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confederate (75%), but only a minority helped
the black confederate (38%). Gaertner &
Dovidio interpreted this as evidence that whites
will act in a racist manner if they can maintain
the belief that their actions were due to some
other cause (e.g., “no one else was helping and
so I did not think it was an emergency”). Nu-
merous studies have documented similar ten-
dencies by whites to act in a racially biased
manner against blacks, but only when their ac-
tions can be attributed to nonracist concerns
(see Aberson & Ettlin 2004).

Although studies suggesting rationalization
may help explain how racism manifests itself in
modern societies, such findings do not neces-
sarily support the conclusion that people lack
conscious access to their racist evaluations. In
fact, attempts to make such arguments are logi-
cally problematic: How could people try to dis-
guise their racist leanings if they did not possess
some insight into these same racist leanings?
For researchers to assert the presence of an at-
titude that is hidden from the very person who
holds it, it seems that they must find a way of
indexing attitudes that (a) are not cognitively
accessible to the individual and that (b) operate
outside of the individual’s awareness, but that
(c) nonetheless exert consequential influences
on the individual’s behavior in the form of racial
discrimination. This is a tall order.

Implicit racism. To meet this challenge, re-
searchers have drawn on cognitive research
studying implicit memory. This research shows
that people can develop knowledge of proce-
dures and a familiarity with stimuli without also
developing explicit memory of the events that
produced these effects (e.g., Schacter 1987).
The term implicit attitudes refers to attitudes
that cannot be directly perceived and must
therefore be measured indirectly (Banaji 2001,
Greenwald et al. 1998). This contrasts with (tra-
ditional) explicit attitudes that exist in declara-
tive memory and that thus can be assessed via
self-reporting. Some researchers contend that a
person might possess one set of conscious atti-
tudes that support racial tolerance and another
set of unconscious attitudes that are racially bi-

ased (Banaji 2001, Greenwald et al. 1998). The
gap between conscious attitudes (measured ex-
plicitly) and unconscious attitudes (measured
implicitly) is commonly invoked as an expla-
nation for the survey trends noted at the begin-
ning of this article. Although racism appears to
be on the decline when assessed with explicit
measures, it seems to remain strong and preva-
lent when assessed with implicit measures (see
Dovidio & Gaertner 2004, Nosek et al. 2007).

The devil is in the details. Social psychol-
ogy’s embrace of cognitive models of memory
(Schacter 1987) and learning (e.g., Zajonc 1968)
for the purpose of measuring implicit racism re-
flects an interesting intellectual turn. Although
psychologists’ interest in the unconscious can
be traced to Freud (1901), whose thinking was
incorporated into early models of unconscious
racism (e.g., Kovel 1977), Freud’s hold over
academic psychology diminished quickly be-
cause the constructs he invoked were subject
to weak measurement and encouraged post hoc
explanations. With the rise of cognitive mod-
els that drew on the concepts of implicit mem-
ory and implicit learning, and with access to
more sophisticated computer-based measure-
ment strategies, researchers are trying again
to mine the unconscious for explanations of
human behavior. As with many research fads,
however, the current enthusiasm for this ap-
proach is giving way to a greater apprecia-
tion for the complexities involved. Perhaps the
greatest challenge facing this discipline is to
form the basis by which one might assert that
responses measured with an implicit inventory
reveal the workings of an unconscious attitude.

It thus is useful to consider why explicit mea-
sures should be unable to tap the unconscious.
Explicit attitude measures, by design, invoke
two general processes when they are used to
assess an attitude: (a) They ask respondents to
reflect consciously on their own attitudes and
(b) they ask respondents to report their con-
clusions from this moment of self-reflection.
In contrast, implicit measures try to bypass the
conscious mind: (a) They unobtrusively activate
an attitude so that it need not be consciously

282 Blanton · Jaccard

A
nn

u.
 R

ev
. S

oc
io

l. 
20

08
.3

4:
27

7-
29

7.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 $

{i
nd

iv
id

ua
lU

se
r.

di
sp

la
yN

am
e}

 o
n 

03
/0

7/
12

. F
or

 p
er

so
na

l u
se

 o
nl

y.



ANRV348-SO34-13 ARI 4 June 2008 8:21

perceived and (b) they unobtrusively assess this
evaluation so that it cannot be consciously ob-
fuscated. Although dozens of methods for im-
plicitly assessing attitudes have been suggested
in the last 10 years (see Olson & Fazio 2004),
two common types of procedures make up the
bulk of such efforts. One of these relies on prim-
ing. With priming, participants engage in a task
that is designed to prime an attitude outside of
conscious awareness. This evaluation is then as-
sessed unobtrusively, typically using a response-
latency task. The second common strategy re-
lies on mental categorizations. For example, the
IAT (described in detail below) assesses the time
it takes for people to classify stimuli into dif-
ferent evaluative categories, with the response-
latency tasks crafted in such a way that they os-
tensibly index the person’s underlying attitude.

Consider as an example a priming-based
method developed by Fazio et al. (1995), which
is often referred to as affective priming. Al-
though some have questioned the robustness of
the underlying effect (Spruyt et al. 2002), stud-
ies indicate that people are quicker to identify
a word if it has been preceded by a prime of the
same valence, as opposed to a different valence.
Fazio et al. (1995) thus developed an implicit at-
titude measure that uses subliminal race primes
to assess the degree to which the primes facil-
itate recognition of positively valenced words
(which implies that the primed race is positively
evaluated) or negatively valenced words (which
implies that the primed race is negatively evalu-
ated). Although it is reasonable to infer that dif-
ferences in such responses are in part reflective
of a person’s underlying attitudes, it is an un-
necessary leap to assume that the attitude being
assessed lives only in the unconscious (a point
acknowledged by Olson & Fazio 2004).

Moreover, an affective priming measure
sorts people along a psychological dimension
by harnessing an effect that we reviewed above:
the tendency to be influenced by an event
outside of conscious awareness. We have al-
ready noted that subliminal primes might ac-
tivate consciously held beliefs or external so-
cial conceptions. Similarly, implicit measures
might unobtrusively activate attitudes that can

be consciously perceived (see Nier 2005).
Alternatively, they might sort people by their
level of exposure to events that reinforce exter-
nal social conceptions (see Karpinski & Hilton
2001). It thus seems problematic to infer that a
measure assesses an unconscious attitude sim-
ply because the assessment technique triggers
responses outside of conscious awareness. More
research is required to demonstrate the validity
of this technique as a method of assessing atti-
tudes that exist outside of conscious awareness.

Perhaps an alternative way to assess the un-
conscious would be to develop implicit mea-
sures that tap responses that people cannot con-
trol, making it impossible for them to obfuscate
their true (hidden) evaluations. Although pop-
ular interest in unconscious racism probably is
driven in large part by its ability to challenge
popular notions of self-determination and ra-
tional choice (see Bargh 2004), it is problem-
atic to conflate the concept of control with the
concept of consciousness. Consider the many
maladaptive behaviors that result from people’s
inability to control their impulses. These in-
clude drug addiction, obesity, sexual risk taking,
and problem gambling. People struggling with
these behaviors probably have conscious access
to many of the causes of their problems and
know the content of their unwanted impulses.
However, such knowledge does not translate
into control over behavior. Thus, although per-
sonal control represents an important area of
research in the study of racial bias (see Payne
2001, Correll et al. 2007), lack of control does
not provide a viable line for delineating between
consciously and unconsciously held racist at-
titudes. Lack of control does not equate with
unconsciousness, although many implicit mea-
sures are structured to tap responses that people
have difficulty controlling.

Defensible (but still problematic) alterna-
tive approaches. Despite these problems, im-
plicit measures are the only hope of gaining
access to unconscious attitudes: People cannot
report on their unconscious attitudes, so im-
plicit cleverness is needed to gain traction on
these hypothesized constructs. But how would
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a researcher know if a given implicit response is
indexing a mostly unconscious attitude or some
other unconscious construct? We suggest two
ways of gaining perspectives on this question.
Both have been given some attention but are as
yet underdeveloped.

The first approach is to show that implicit
measures predict discrimination-related crite-
ria, after conscious attitude content has been
controlled. The logic of this strategy is that any
unique variance claimed by implicit measures
might reflect attitudes or beliefs that are not ac-
cessible to conscious reflection. However, this
approach has its difficulties. To pursue the logic
of this approach, a researcher must include a
battery of explicit measures that are valid, re-
liable, and exhaustive. To date, few criterion-
prediction studies control for self-reported
attitudes, and, when they do, they rely on mea-
sures and conceptions of explicit attitudes that
were long ago rejected by contemporary atti-
tude theorists as not being viable (e.g., Ajzen
2005, Fishbein & Ajzen 1975; also see Jaccard
& Blanton 2007, Payne et al. 2008). Such re-
search effectively sets up a straw man by using
inadequate explicit attitude theories that few in-
vestigators would embrace. Studies using im-
plicit attitude measures should also control for
a wide a range of other constructs that influence
behavior and that participants can consciously
make note of (e.g., social norms, perceived bar-
riers to action). Even after exhaustive measure-
ment of such constructs, researchers must still
make a leap of faith when they claim the pres-
ence of an unconscious attitude. That is, they
must claim that all relevant conscious processes
were measured adequately and were statistically
controlled. This is a bold claim.

The second approach is to link implicit mea-
sures to neurological correlates that could in-
form us of the possibility of an attitude or cog-
nition having a cognitive representation. For
example, research on cognitive neuroimaging
has begun to isolate the neurological correlates
of unconscious and conscious visual stimuli
(Dehaene et al. 2001), and the use of such meth-
ods to decode implicit measures could yield
greater theoretical clarity. By neuroimaging dif-

ferent areas of the brain, it may be possible to
identify stimuli that have been processed by the
individual, in such a manner that they could not
possibly be perceived consciously. Such stud-
ies are emerging in the literature. For instance,
Phelps et al. (2000) linked implicitly measured
attitudes (and not explicit measured attitudes)
to greater amygdala activation during exposure
to black as opposed to white faces. (Amygdala
response is associated with processing of emo-
tion; see also Richeson & Shelton 2003.) How-
ever, this research is in its infancy and consider-
able work is needed before researchers can say
with confidence that responses to a given im-
plicit measure reflect the presence of an eval-
uation that is cognitively represented but not
consciously accessible.

PUSHING FORWARD

The previous analysis of research on uncon-
scious forms of racism suggests that researchers
should exercise caution before suggesting that
a given individual or group of individuals holds
unconscious racist attitudes. Although people
are probably not conscious of some of the causes
and consequences of race-related perceptions
and actions, the claim that people hold un-
consciously racist attitudes is tenuous. We do
not make this point to dampen enthusiasm
for developing implicit measures, but we think
that guarded interpretations and high empir-
ical standards are called for. Such has not al-
ways been the case: Some (although certainly
not most) of the more influential researchers
in this area have made strong claims about the
merits of their implicit measures. Therefore, we
take a closer look at implicit attitude measure-
ment to reveal some of the complexities and
challenges facing this new measurement move-
ment. It is beyond the scope of this review to
detail the dozens of implicit attitude measures
recently advanced to measure racial biases. In-
stead, we use one measure as a case study for
describing the bold theorizing surrounding it,
as well as issues one must consider to develop
valid and viable implicit attitude measures. The
measure we examine is the IAT—by far the
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most popular and empirically assessed of the
new instruments. For ease of presentation, we
focus on a version that was designed to as-
sess (unconscious) negative evaluations of black
people relative to white people, the race IAT
(Greenwald et al. 1998).

Implicit Association
Test Methodology

In the race IAT, respondents are shown stimuli
on a computer screen, which they place into dif-
ferent categories by pressing a key on the right
or left side of the computer keyboard. Half of
the stimuli pertain to racial groups (white versus
black) and half pertain to evaluative words or at-
tributes. The racial stimuli are typically pictures
of white or black faces or stereotypic African
American or European American names (e.g.,
Tyrell versus Chip). The evaluative stimuli are
words that are positive in character (e.g., “free-
dom,” “love,” “peace”) or negative in character
(e.g., “abuse,” “filth,” “murder”). After a set of
practice trials, the IAT presents two types of
judgment tasks, and the latencies it takes indi-
viduals to make judgments are recorded across
60 trials of each type of task.

One task, often termed the compatible task,
is designed to be easy for a person who harbors
negative (racist) implicit attitudes about black
people relative to white people. Respondents
are shown stimuli from the different categories
and are instructed to press one key to indicate if
the stimulus shown is a photo/name of a white
person or a positive word, and another key if the
stimulus is a photo/name of a black person or
a negative word. The other task, often termed
the incompatible task, is designed to be hard for
a person who harbors negative (racist) implicit
attitudes toward black people relative to white
people. Respondents press one key to indicate
if the stimulus presented is a photo/name of a
black person or a positive word, and another key
to indicate if the stimulus is a photo/name of a
white person or a negative word. The logic un-
derlying the two tasks is that if respondents hold
implicit biases against black people relative to
white people, they should be slower to respond

to the incompatible task than the compatible
task (i.e., participants should find it harder to
perform a task that is incompatible with nega-
tive racial stereotypes than a task that is com-
patible). Researchers then subtract the average
response latency for the compatible task from
the average response latency for the incompati-
ble task to yield an IAT score. (We discuss qual-
ifications below.) Positive scores are interpreted
as evidence of an implicit preference for whites
relative to blacks and negative scores are inter-
preted as evidence of an implicit preference for
blacks relative to whites.

Strong Claims

The race IAT has received an unusual degree
of popular attention, so much that at times it is
difficult to separate the impact it has had due
to empirical scrutiny from the impact it has had
due to media interest. The measure has been
featured on news programs on all the major
television networks and in news articles circu-
lated by the Associated Press, and it has been in-
corporated into sensitivity training workshops
sponsored by corporations, community groups,
colleges, and even some government agencies.
In the popular press, the architects of the IAT
have promoted the view that it can be used to
tap the unconscious roots of racism that ex-
plicit (self-report) attitude measures cannot as-
sess (e.g., Shermer 2006, Vedantam 2005). Sim-
ilar views of this measure were promoted when
the IAT was featured in the popular press book
Blink (Gladwell 2005).

Much of the interest in this measure
also generates from a demonstration website
(https://implicit.harvard.edu) funded by the
National Science Foundation and maintained
by Harvard University. This website offers dif-
ferent versions of the IAT to the public and
provides respondents with psychological feed-
back about their implicit biases. Since its in-
ception, the website has provided feedback to
the lay public over five million times (Nosek
et al. 2007). According to statistics posted on
the website, the vast majority of people taking
the race IAT (70%) are told that they have an

www.annualreviews.org • Unconscious Racism 285

A
nn

u.
 R

ev
. S

oc
io

l. 
20

08
.3

4:
27

7-
29

7.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 $

{i
nd

iv
id

ua
lU

se
r.

di
sp

la
yN

am
e}

 o
n 

03
/0

7/
12

. F
or

 p
er

so
na

l u
se

 o
nl

y.



ANRV348-SO34-13 ARI 4 June 2008 8:21

“automatic preference for Whites over Blacks”
and 27% are told that they have a “strong au-
tomatic preference for Whites over Blacks.”
These diagnoses probably lead many individ-
uals to infer that that they possess hidden an-
tiblack racist attitudes.

This apparent epidemic of implicitly racist
sentiments against blacks has been taken as evi-
dence of a great social ill that must be remedied.
Legal scholars have suggested that the forms
of unconscious bias measured by implicit mea-
sures reveal social problems that current an-
tidiscrimination laws are not well equipped to
solve (Bagenstos 2007), with some researchers
suggesting that public policies must be imple-
mented to promote and ensure social equality
until and unless evidence of bias on the race IAT
and other implicit measures diminishes (e.g.,
Kang 2005, Kang & Banaji 2006). One scholar
(Saujani 2003) has gone so far as to suggest that
the IAT could help reduce the level of racism in
governing bodies if it was used as a tool to un-
cover “legislator’s [sic] reliance on unconscious
racial stereotypes,” and another (Ayres 2001,
pp. 424–35) has argued that IAT scores could
“be used as a criterion for hiring both govern-
mental and nongovernmental actors,” ostensi-
bly as a means of counteracting discrimination
in the workplace.

Weak Evidence

Strong claims require strong evidence. Per-
haps because the claims described above are so
provocative, disputes have erupted in both psy-
chological and legal journals, with the proper
interpretation of IAT data receiving the most
attention. Using the IAT as an illustrative study,
we now turn to the special challenges con-
fronting implicit measures and use the IAT as
an illustrative example.

Test validity: criterion prediction. In a large
meta-analysis of the IAT as a predictor of
criteria, Greenwald et al. (2008, p. 2) con-
cluded that the “IAT measures significantly
exceeded self-report measures in predictive
validity.” Despite such conclusions, a careful

review of this literature yields a mixed pic-
ture. First, the measurement and control of ex-
plicit attitudes in these studies are universally
weak, such that any claims that implicit mea-
sures predict criteria over and above explicit
measures are dubious. The effects of the IAT
on discrimination-related criteria also seem to
be moderated by many factors. For example,
Perugini et al. (2007) found that higher IAT
scores predicted more guilty judgments of a
black (Afro Caribbean) defendant in a hypo-
thetical case study, but they found this lin-
ear relationship only if (a) attention was drawn
to the self (by first having participants answer
questions that focused their attention on their
unique qualities), and participants also scored
high on a measure assessing their private con-
cern for acting prejudice (e.g., “I get angry
with myself when I have a thought or feel-
ing that might be considered prejudiced”) or
if (b) attention was not drawn to the self and
concern for acting prejudice was low. Simi-
larly, Ziegert & Hanges (2005) found that the
IAT predicted more negative evaluations of
black job applicants, but only if research partic-
ipants were explicitly instructed to discriminate
against blacks.

Perhaps as a result of the many moderat-
ing factors, the effects of the IAT vary con-
siderably across research studies. For instance,
Shelton et al. (2005) found that higher an-
tiblack IAT scores among white participants
predicted more positive interactions with black
students (as rated by the black students them-
selves), whereas McConnell & Leibold (2001)
found that these same scores predicted more
negative interactions by white participants in-
teracting with a black experimenter (as rated
by the black experimenters and independent
raters). But Vanman et al. (2004) found that
white participants’ race IAT scores did not pre-
dict their ratings of black applicants in a sim-
ulated graduate admissions study, even though
another implicit measure they examined (which
assessed activation of the facial muscles associ-
ated with positive and negative affect) was pre-
dictive of these ratings. To the extent that a
single trend can be discerned in the broader
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literature using implicit measures, that trend
is for some measures to predict subtle forms
of bias (e.g., eye contact, facial expres-
sions) in laboratory settings rather than direct
forms (e.g., spoken comments; see Dovidio &
Gaertner 2004). Even here, however, there
is debate about the meaning of these effects
(Olson & Fazio 2008).

The criterion-prediction studies also have
methodological limitations that caution against
vigorous applied claims or suggestions that
most people possess consequential implicit bi-
ases. For example, in the most frequently cited
study of behavioral predictability of the race
IAT (McConnell & Leibold 2001), the data
were analyzed so as to mask an aggregate-level
disconnect between implicit attitudes and be-
havior (Blanton et al. 2008a): Whereas 90% of
the sample had IAT scores that implied some
form of racial bias, 70% of the sample behaved
more favorably toward a target black person as
compared to a target white person. Also, the
modest correlation between implicit attitudes
and behavior in this laboratory study was outlier
driven (by the inclusion of a single middle-aged
woman with unusually slow IAT scores relative
to the other college students in the sample).
Despite such limitations, this area remains an
important avenue for research on the determi-
nants of racial biases.

Test validity: known confounds. Systematic
error variance poses a concern for any psycho-
metric inventory, but the IAT faces a wide range
of new validity challenges that are representa-
tive of those facing other implicit attitude mea-
sures. Although self-reports can be threatened
by social desirability biases and a wide range of
response artifacts, decades of research have pro-
vided researchers with methods for minimiz-
ing and addressing these concerns. The validity
threats that challenge the IAT are unfamiliar
to researchers by comparison, and so they will
require greater attention in the coming years.
Here we review the more common threats.

General processing speed. One threat applies
to all implicit measures that rely on response la-

tencies: the potentially confounding influence
of a construct we have termed general pro-
cessing speed (GPS). Irrespective of their at-
titudes (implicit or otherwise), some individu-
als respond faster than others on a wide range
of cognitive tasks due to the faster “process-
ing speed” of their brains. There is a sub-
stantial literature in cognitive psychology on
GPS, and studies have found it to be corre-
lated with (or confounded with) such individual
difference variables as intelligence, age, alco-
hol use, a host of cognitive deficit variables, and
even attitude constructs like explicit racism (see
Blanton et al. 2006, 2008b). Because GPS af-
fects response latencies, any measure that in-
fers attitudes from reaction time data must
contend with such confounds. With the IAT,
for instance, there is ample evidence to indi-
cate that GPS affects both the compatible and
incompatible tasks such that faster processing
speed is associated with quicker responses to
each task. In our studies, we find that GPS typ-
ically accounts for 25%–50% of the variance in
responses on a given task. Typically, GPS also is
correlated with the IAT difference score when
the mean compatible response latency is sub-
tracted from the mean incompatible response
latency.

The influences of GPS in latency-based
measures have been downplayed, despite the ex-
tensive attention GPS has received in cognitive
psychology and despite its clear psychometric
implications. A one-second difference in aver-
age latencies on the compatible and incompat-
ible tasks of the IAT implies different amounts
of implicit prejudice for someone who gener-
ally responds slowly to stimuli than for some-
one who generally responds quickly to stimuli.
A viable psychometric model of implicit atti-
tudes that relies on latencies must take this in-
teraction between GPS and implicit bias into
account, yet none of the current measures does
so in any formal way. The architects of the IAT
have expressed concern for GPS, but only as
a general confound. Indeed, their attempts to
deal with it (Greenwald et al. 2003) may have
created more problems than have been solved,
as we discuss here.
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Almost all implicit attitude measures em-
ploy multiple test trials. For example, in the
IAT, individuals respond to 60 compatible tri-
als and 60 incompatible trials, with the indi-
vidually calculated mean latency of each of the
60 trial types (compatible versus incompatible)
serving as the basis for an IAT score for that
individual. We refer to these scores as block
means. It is well known that latencies on tri-
als within a block can vary because of random
“noise.” Trial error refers to the nonsystematic
error that causes an individual to respond faster
or slower to different trials within a given block,
independent of prejudice. Trial error might oc-
cur because a particular stimulus on a given trial
is unusually attention-grabbing or because of
momentary distractions (e.g., loud noises, dis-
tracting thoughts) in the testing environment.
Researchers seek to control and minimize such
random noise. By averaging latencies across tri-
als, the effects of trial error are assumed to can-
cel. Thus, the trials act like multiple items on a
traditional inventory that, when averaged, pro-
duce a more reliable estimate of the underlying
construct.

Partly in order to take GPS into account,
Greenwald et al. (2003) advocated scoring
the IAT by dividing the difference between
the mean incompatible and compatible blocks
by an individually derived standard deviation,
namely

IAT = (IRL − CRL)/SDWI, 1.

where IRL is the mean incompatible response
latency across the 60 trials for that individual,
CRL is the mean compatible response latency
across the 60 trials for that individual, and SDWI

is a within-individual standard deviation calcu-
lated across the compatible and incompatible
trials. This is the scoring algorithm that now
enjoys widespread use.

The part of the IAT score that accommo-
dates GPS must lie in SDWI. However, this term
is only modestly related to processing speed,
if at all (Blanton et al. 2007, 2008b). Further,
closer examination of Equation 1 reveals other
psychometric peculiarities. SDWI is calculated

within one individual across both the compati-
ble and the incompatible trials. As a result, if a
researcher is successful in eliminating random
noise across trials, then each of the incompat-
ible trials will yield the same latency score and
all will equal the block mean value (IRL). The
same dynamic would lead to CRL. It can be
shown mathematically that in the absence of
random noise, SDWI must equal half the differ-
ence of the two block means (IRL − CRL). This
means that as random noise is minimized, IAT
scores gravitate toward the value of 2.0. This
occurs because the block mean difference is di-
vided by half of itself. Indeed, if random noise is
eliminated, every person taking the IAT will be
characterized as strongly prejudiced, based on
the current diagnostic criteria (because an IAT
score greater than 0.65 is deemed indicative of
a “strong automatic preference for Whites over
Blacks”). This will be true whether the differ-
ence in the compatible and incompatible re-
sponse latencies is as small as 1 millisecond or as
large as 10,000 milliseconds. In essence, every
respondent taking the test begins with a base-
line score of strong prejudice (i.e., 2.0 or –2.0);
then, their scores move away from this extreme
value as a function of their within-block trial
error.

Although random noise impacts all attitu-
dinal measures, it typically does so by push-
ing the true score estimates of some individ-
uals upward and those of others downward.
As random error is brought under control, the
true scores emerge. By contrast, the presence of
random noise in the IAT systematically pushes
respondents’ scores in the direction of less prej-
udice. As error is brought under control, artifac-
tual scores of extreme prejudice emerge. Thus,
SDWI and the scoring algorithm associated with
it are poor candidates for addressing the known
GPS confound. In cognitive psychology, a com-
mon way of dealing with this problem is to
obtain a direct measure of GPS and then to
model the interactive dynamics that are operat-
ing. Although such alternative scoring methods
have been proposed for the IAT (Blanton et al.
2008b), the general point remains. Researchers
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must address the psychometric challenges in-
voked by their new measures and develop vi-
able psychometric models that justify current
research applications (see Borsboom 2006).

In the case of the IAT, the issue of GPS
has been skirted by the development of a com-
plex scoring algorithm that ostensibly corrects
for GPS bias. Researchers have now moved
to using this algorithm to provide people with
psychological feedback, a practice that seems
to suggest that the field can determine a per-
son’s implicit biases from their (transformed)
IAT scores. One of the pressing challenges
facing the implicit measurement movement is
the need to develop means of handling the
large differences in the cognitive abilities that
can exert strong influences on the implicit
responses that ostensibly reflect hidden race
attitudes.

Association-strength correlates. Matters of
GPS threaten most implicit measures because
of the experimental psychologists’ heavy re-
liance on response latencies. Even when the at-
titude score is not based on response latencies,
however, an implicit measure activates some
cognitive processes in its attempt to access an
underlying attitude. For this reason, inventory-
specific features must be considered as well.
The IAT measures attitudes by supposedly as-
sessing the strength of associations between
racial groups and positive/negative constructs.
However, many psychological variables appear
to be confounded with association strengths as
assessed by the IAT. For instance, De Houwer
et al. (2005) found evidence that the similar-
ity between two objects (not just evaluations
of them) influences IAT scores. Brendl et al.
(2001) found evidence that the familiarity of
different IAT stimulus items influences IAT
scores. Rothermund & Wentura (2004) have
documented a complex “salience asymmetry”
that appears to influence association strengths
measured by the IAT: Because the “Black” cat-
egory is less familiar than the “White” cate-
gory to most white participants, and because
“Unpleasant” is less familiar than “Pleasant” to

most people, black and unpleasant stand apart
in terms of their salience. This asymmetry, in
turn, impacts IAT scores.

Social experiences might also be confounded
with IAT scores; these can be conceptualized
in terms of both trait and state differences. In
terms of momentary state differences, Frantz
et al. (2004) demonstrated that anxiety about
appearing racist might cause individuals to give
responses that are typically interpreted as an-
tiblack. More enduring trait differences were
suggested by Arkes & Tetlock (2004), who cre-
ated a thought experiment that they termed the
parable of the two Jesses. Readers were asked
to consider two individuals. One, like Jesse
Jackson, believes that racial discrimination is
an ongoing problem that can be attributed to
mistreatment of blacks by society. This individ-
ual spends his life trying to effect social change
to stamp out racial inequality. The other, like
Jesse Helms, believes in individual responsibil-
ity and vigorously promotes his view that black
Americans must take responsibility for the
problems in their communities. Because both
individuals spend considerable time reflecting
on racial stereotypes and status quo racial dif-
ferences, both might show strong IAT effects.
In support of the model that Arkes & Tetlock
propose, researchers have found that sympa-
thy and concern for oppressed groups promotes
IAT response patterns that are traditionally in-
terpreted as evidence of more negative implicit
evaluations of these same groups (Uhlmann
et al. 2006).

Reliability. Although reaction time data have
been used for decades in cognitive psychology,
the use of such data to index stable individual
differences is relatively new and has introduced
nontrivial challenges into the field. For current
reaction-time indices, a tenth of a second can
have a consequential effect on a person’s score,
and such measurement sensitivity can lead to
test unreliability. (We use the term unreliable
in the classic test theory sense, to indicate that
a test score is prone to random error.) If one
assumes that the true underlying construct is
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stable over time, then test-retest designs re-
veal the extent to which a measure is free of
random error. Higher correlations imply less
susceptibility to random noise; the minimally
acceptable psychometric standard is usually
0.70, with 0.90 more desirable for assessment
purposes.

For the IAT more generally, Steffens &
Buchner (2003) assessed test-retest reliability
using a paradigm wherein the IAT retest was an
immediate replication of a just-measured im-
plicit attitude by the IAT. The test-retest cor-
relations ranged from 0.50 to 0.62. Greenwald
et al. (2006) found that the average test-retest
reliability of the IAT across a wide range of
studies and topics was 0.56. Cunningham et al.
(2001) administered the race IAT across four
time periods and obtained an average test-retest
reliability over two-week periods of just 0.27.
These values are far short of acceptable stan-
dards and suggest that the challenge of creating
reliable indices may be greater for implicit mea-
sures based on reaction times.

A related question is whether implicit atti-
tudes are indeed measuring a construct that is
stable. Rather than being a relatively unsound
measure of a relatively stable construct, it is pos-
sible that the IAT shows low test-retest cor-
relations because it is a relatively sound mea-
sure of a relatively unstable construct. Consider
mood: Mood changes predictably from situa-
tion to situation to such an extent that valid
mood measures often show low test-retest reli-
ability. Laboratory studies suggest similar inter-
pretations for the IAT: They indicate that race
IAT scores can be systematically influenced by
such incidental experiences as exposure to black
experimenters (Lowery et al. 2001), rap music
(Rudman & Lee 2002), reflection on admired
blacks (Dasgupta & Greenwald 2001), and
viewing blacks in positive situations (a family
barbecue) rather than stereotypic ones (a gang
situation) (Wittenbrink et al. 2001). Although
researchers typically interpret such effects as ev-
idence that the IAT provides a valid assessment
of implicit attitudes, such conclusions only
follow if one is willing to view the IAT as a mea-
sure that taps a state-like—rather than a trait-

like—construct. Unlike mood, racism has typ-
ically been thought of as a stable and enduring
characteristic of individuals.

Metric meaning. The IAT is used both to
provide individuals with psychological feedback
(e.g., “you have a strong automatic preference
for Whites over Blacks”) and to estimate the
prevalence of psychological states (e.g., “27% of
people have a strong bias”). None of the other
implicit measures has been used so vigorously,
but implicit attitude researchers routinely
interpret response patterns in their studies in
ways that are consistent with IAT diagnostic
conventions. This collective tendency under-
lies the many claims among social psychologists
that most people have a degree of implicit or
unconscious biases. This interest in knowing
the prevalence of racial bias highlights the need
for researchers to attend to more than just the
validity and reliability of implicit measures.
They must also consider the numbering system
used to quantify responses to the measures and
whether these metrics are arbitrary or mean-
ingful. Such issues have not been considered in
the rush to provide psychological diagnoses and
to make claims about the prevalence of implicit
bias.

Metric meaning is important, however.
When Americans are told about a person who
stands 4′ 1′ ′ tall, most of them have a good sense
of this person’s height and would consider
the individual to be “short.” The numbers
used to index height in feet and inches are
meaningful to most Americans, as they have
extensive experience with them. The numbers
generated by psychological tests are rarely as
revealing: These numbers only gain meaning
as researchers build experience with them and
begin to associate specific values with specific
outcomes or events. Imagine, for instance, that
you are presented with a depression inventory
that has a metric ranging from 1 to 25. With no
additional information, you would not know the
meaning of one score versus another. But if you
learned that people who receive a depression
score of 15 typically engage in three bouts of un-
controllable crying per day and have four daily

290 Blanton · Jaccard

A
nn

u.
 R

ev
. S

oc
io

l. 
20

08
.3

4:
27

7-
29

7.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 $

{i
nd

iv
id

ua
lU

se
r.

di
sp

la
yN

am
e}

 o
n 

03
/0

7/
12

. F
or

 p
er

so
na

l u
se

 o
nl

y.



ANRV348-SO34-13 ARI 4 June 2008 8:21

instances of suicidal ideation, then you would
gain some sense of the meaning of this value.
There is no such contextual information for
the IAT. In this sense, the IAT has an arbitrary
metric.

A metric is arbitrary when it is not known
where a given score on the distribution of scores
locates a particular individual on the underly-
ing psychological dimension or how a one-unit
change on the observed score reflects the mag-
nitude of change on the underlying dimension
(Blanton & Jaccard 2006). An individual pre-
sented with a race IAT score of 0.65 does not
have the necessary experience with this score to
know what to make of it. Nor do any psycholo-
gists. However, this value (0.65) was chosen by
IAT researchers as the cut-off for placing IAT
respondents in the category of “strong auto-
matic preference for Whites over Blacks” (A.G.
Greenwald, personal communication). To date,
no study has linked specific IAT scores to ob-
servable, behavioral outcomes reflective of im-
plicit prejudice. The psychometric challenge
for those seeking to make prevalence statements
about implicit racial bias is to conduct empirical
research that will make the numbers of the IAT
metric nonarbitrary.

Bias on the decline? The implications of met-
ric arbitrariness within the IAT are illustrated
by a seemingly large shift in the prevalence of
implicit prejudice in America. This shift has
gone unnoticed by social scientists, largely be-
cause it was not reported in scientific journals.
Table 1 presents the frequency distribution for
race IAT diagnoses as reported on the IAT web-
site in 2007 and 2002. According to the web-
site, 28% of the thousands of people who took
the test in 2007 are characterized as having a
“strong automatic preference for Whites over
Blacks.” This number stands in stark contrast
to the 2002 estimate of 48%. What is the rea-
son for this seeming drop in implicit preju-
dice? The shift occurred because the architects
of the IAT changed the criteria for classify-
ing people into the different preference cate-
gories (at the same time they adopted a new
scoring algorithm, described above). Whereas

Table 1 Distribution of implicit association test scores by category

Category
2007
(%)

2002
(%)

Strong automatic preference for whites over blacks 27 48
Moderate automatic preference for whites over blacks 27 13
Slight automatic preference for whites over blacks 16 12
No preference 17 12
Slight automatic preference for blacks over whites 6 6
Moderate automatic preference for blacks over whites 4 4
Strong automatic preference for blacks over whites 2 6

Arbitrary metric: a
measurement system
in which the numbers
assigned to categories,
although possibly
reliable and valid, do
not allow one to infer a
person’s absolute
standing on the
underlying
psychological
dimension

the old criteria used a threshold value corre-
sponding to a Cohen’s d of 0.80 for placing peo-
ple into the extreme category, the new crite-
ria uses a Cohen’s d value closer to 1.30. The
bases for this change in threshold value are
unclear. If the original Cohen’s d criteria are
applied to current data, then instead of a de-
crease in implicit prejudice, there would be an
increase. Specifically, almost 60% of the people
taking the IAT would be diagnosed as having a
“strong automatic preference for Whites over
Blacks.”

Our goal is not to quibble about what per-
centage of people are or are not prejudiced.
Rather, our goal is to call attention to the ca-
sualness with which threshold values have been
chosen by researchers faced with an arbitrary
metric. Given the societal consequences of the
labels and their current uses, there is a need for
a more cautious interpretation of IAT scores,
at least until empirical research can ground this
enterprise.

Arbitrary zero points. The race IAT is a mea-
sure of the difference between two attitudes,
namely attitudes toward white people relative
to attitudes toward black people. In this sense,
the test combines two different attitudinal con-
structs. The architects of the IAT assume that
a score of zero on the measured IAT maps onto
the true zero point of “no preference” on the
underlying dimension of relative racial prefer-
ence. Other implicit measures of attitudes em-
brace the same scaling assumption, where a
scale value of zero represents the dividing line
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between problack and antiblack evaluations (see
Dovidio & Gaertner 2004).

Although the zero-point interpretation has
intuitive appeal, there is little empirical evi-
dence to support this interpretation. To gain
empirical perspective on the IAT zero point,
it is necessary to develop a strong theory that
makes predictions about how people differ de-
pending on whether they have positive or neg-
ative scores. For instance, researchers might
test whether an IAT score of zero discrim-
inates among people who show a clear hir-
ing preference for whites over blacks versus
those who show a clear hiring preference for
blacks over whites. If the IAT zero point does
not discriminate between those who show one
preference versus the other, then its presumed
mapping onto a true neutral point is question-
able. To date, the empirical base for zero-point
assumptions is lacking. The many confounds
described earlier offer reason to expect the zero-
point assumption to be untenable. Another re-
search challenge for implicit measures of racism
is to validate the presumed zero points of these
scales.

Conclusions on the Measurement
of Implicit Racial Attitudes

Although our discussion of the IAT may seem
harsh, we do not intend to dampen the enthusi-
asm for implicit measures of attitudes. Rather, it
seems to us that in the rush to embrace implicit
measures—fueled in part by enthusiasm for
their claimed ability to tap the unconscious—
that some core psychometric issues have been
brushed aside. Implicit measures have been em-
braced within psychology, and researchers have
drawn strong inferences about the nature and
prevalence of racism based upon them. We be-
lieve that the current enthusiasm for this mea-
surement approach has outpaced its empirical
base. There is much more work to be done be-
fore implicit measures can claim to live up to
the promises made about them. Our review is
intended to identify some future directions for
this work.

CONCLUDING COMMENTS

Unconscious racism is an intriguing concept
that is enjoying widespread attention. Research
in this area has leaped forward with the
advent of reaction time measures of implicit
attitudes. Reaction time data are widely used
in cognitive psychology, and this has been
the basis of important and elegant theorizing
about information processing and the nature
of human memory. We have no doubt that
many significant behaviors that people per-
form are based on information from their
environments—information that they may not
be able to verbalize or articulate. To us, an
important area of study for the analysis of racist
actions at the individual level is to examine how
people process the cues around them to form
impressions and give meaning to their environ-
ments. Advances in this area will undoubtedly
complicate current conceptions of unconscious
racism.

However, for the implicit measurement of
racism (conscious or unconscious), it seems
that caution is warranted. Despite researchers’
tendency to interpret implicit race data as
evidence that unconscious racism is pervasive,
logical analysis of this construct and closer in-
spection of the properties of implicit measures
suggest to us that strong conclusions are not
warranted at this time. Aside from the mea-
surement challenges highlighted here, it also is
worth noting that virtually all research related
to unconscious racism has been conducted in
laboratory settings, with either hypothetical
scenarios or behaviors that are of marginal
relevance to overt discriminatory behavior. It is
unclear whether the results obtained in highly
controlled laboratory settings, typically using
college student samples, can be generalized to
the complex, multivariate, real-world dynamics
where experience, social norms, and account-
ability pressures also guide decisions (see
Mitchell & Tetlock 2006). Rather than pro-
viding a “royal road to the unconscious,” some
of the research reviewed here may reveal little
more than the extent to which unconscious pro-
cesses can be co-opted by clever experimenters.
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SUMMARY POINTS

1. Unconscious racism can refer to one’s inability to (a) perceive the racial implications of
one’s action, (b) perceive the causes of racially biased behavior, or (c) subjectively note
one’s own racist attitudes.

2. Research on institutional and symbolic racism has provided examples of how actors might
fail to see the racial implications of their actions.

3. Research on person perception has revealed how social factors can produce unconscious
racially biased behavior.

4. Research strategies for showing that people are not able to subjectively note their own
racist attitudes are in development. The most aggressive research line focuses on implicit
attitude measures.

5. Implicit attitude measures ostensibly assess unconscious mental processes, but the meth-
ods for establishing that a given response reflects the workings of an unconscious attitude
are not well developed.

6. The implicit association test (IAT) is the most widely used measure of implicit attitudes,
and strong claims have been made about its ability to reveal high rates of unconscious
racism. Empirical evidence does not support these claims.

FUTURE ISSUES

1. The challenge facing implicit measures of racism is controlling for conscious processes,
environmental influences, and GPS so that these measures’ ability to assess unconscious
states can be better evaluated.

2. The ability of unconscious constructs to predict discriminatory behavior over and above
conscious constructs (where modern-day as opposed to outdated models of explanatory
constructs are used) needs to be explored with greater scientific rigor.

3. Experiments are attempting to document the influence of constructs related to uncon-
scious racism in controlled laboratory settings. Future research should explore these
issues in real-world settings in which personal experiences, social norms, and account-
ability pressures might override or interact with unconscious influences.

4. Measures of unconscious racism with nonarbitrary metrics should be developed if re-
searchers wish to ascertain the prevalence of unconscious racism and/or implicit prejudice
in society.

5. The mediators and moderators of unconscious influence need to be better defined.
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Philip S. Gorski and Ateş Altınordu � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �55

Institutions and Culture

Religion and Science: Beyond the Epistemological Conflict Narrative
John H. Evans and Michael S. Evans � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �87

Black/White Differences in School Performance: The Oppositional
Culture Explanation
Douglas B. Downey � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 107

Formal Organizations

Sieve, Incubator, Temple, Hub: Empirical and Theoretical Advances
in the Sociology of Higher Education
Mitchell L. Stevens, Elizabeth A. Armstrong, and Richard Arum � � � � � � � � � � � � � � � � � � � � � � � 127

Political and Economic Sociology

Citizenship and Immigration: Multiculturalism, Assimilation,
and Challenges to the Nation-State
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